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SOMMARIO

Nel 2024, la Raccomandazione del 
Consiglio dell’UE sul miglioramento 
della sicurezza della ricerca, a parti-
re dalle crescenti tensioni internazio-
nali, ha sottolineato l’importanza di 
bilanciare apertura e collaborazione 
internazionale nella scienza con la 
sicurezza della ricerca, in particolare 
indicando l’intelligenza artificiale (IA) 
come area critica. Il presente artico-
lo sostiene che l'alfabetizzazione in 
materia di IA sia il fattore mancante 
nell’allineamento tra apertura scien-
tifica e sicurezza della ricerca. Nel 
sostenere questo punto, l’analisi 
mette in discussione l’adozione della 
generica formula “IA nella scienza”, 
proponendo una distinzione tra i si-
stemi di IA come parte del processo 
scientifico e i sistemi di IA come risul-
tati della ricerca. A partire da questa 
distinzione, lo studio esamina il qua-
dro giuridico dell'UE in materia di IA 
e la sua applicazione al settore della 
ricerca scientifica, ritenendo che il 
concetto di alfabetizzazione in ma-
teria di IA debba essere esteso per 
includere anche l’alfabetizzazione 
in materia dati. L’articolo inquadra 
quindi la tensione tra apertura e sicu-
rezza identificando l’alfabetizzazione 
all'IA come nesso (i) che diventa uno 
strumento di valutazione del rischio; 
(ii) favorendo l'accuratezza della ri-
cerca; e (iii) promuovendo la consa-
pevolezza in linea con i valori UE.
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ABSTRACT

In 2024, the EU Council Recom-
mendation on enhancing research 
security, prompted by growing in-
ternational tensions, stressed the 
importance of balancing openness 
in science with research securi-
ty, specifically identifying artificial 
intelligence (AI) as a critical area. 
This paper argues that AI literacy 
is the missing link in the alignment 
of scientific openness with resear-
ch security. In doing so, the analy-
sis challenges the adoption of the 
general and misleading formula “AI 
in science”, proposing a distinction 
between AI systems as part of the 
research process and AI systems 
as research outputs. Building on 
this distinction, the study examines 
the EU legal framework on AI lite-
racy and its application to the area 
of scientific research, claiming that 
the notion of AI literacy needs to be 
extended to include data literacy in 
science. Then, the paper frames 
the tension between openness and 
security, with AI literacy as the link 
(i) becoming a means of risk as-
sessment; (ii) increasing the accu-
racy of research; and (iii) promoting 
awareness, aligned with EU values.
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1. INTRODUCTION

In May 2024 the Council of the Eu-
ropean Union (EU) issued the Coun-
cil Recommendation on enhancing 
research security1 stating that «with 
growing international tensions and 
the increasing geopolitical relevan-
ce of research and innovation, the 
Union’s researchers and academics 
are increasingly exposed to risks to 
research security when coopera-
ting internationally»2. The Council 
of the EU deems it necessary to act 
at the EU level in order to «protect 
the integrity of the ERA [European 
Research Area], while respecting 
the competences of Member States 
for going further, for example by de-
veloping regulatory frameworks»3. 
In addressing these concerns, the 
Recommendation emphasises the 
importance of balancing the open-
ness of international collaboration 
with robust measures to safeguard 
the security of research. It is fair to 
admit that, after years of EU regula-
tory efforts to promote sharing and 
reuse of scientific resources, the ge-
opolitical scenario has stressed the 
relationship between openness and 
security in science.

The Council Recommendation on 
enhancing research security identi-
fies artificial intelligence (AI, herei-
nafter) as a matter of priority with 
other three critical technology are-
as (i.e., semiconductors, quantum, 
and biotechnologies). Both the use 
and development of AI systems and 
models in the context of scientific 
research represent sensitive scena-
rios due to the high stakes involved. 
Thus far, several studies have been 
conducted on the impact of AI and 
generative AI (gen AI, hereinafter) 
on openness and collaboration in 
science4. The positions on the issue 
tend to be polarized – in Umberto 
Eco’s words – between apocalyptic 
and integrated intellectuals5. On the 
one hand, over-enthusiastic scho-
lars have gone so far as to claim that 
«by harnessing the power of AI we 
can propel humanity toward a future 
where groundbreaking achievemen-
ts in science, even achievements 
worthy of a Nobel Prize, can be ful-
ly automated», believing «that this 
is achievable by the year 2050»6. 
On the other hand, more and more 
scientific journals have updated 
their ethical guidelines identifying 
the use of undeclared AI or gen AI 
as forms of scientific misconduct7. 

In order to handle this sensitive 
matter and to guarantee research 
security, the Council first recalls the 
framework of the EU Security Union 

Strategy, which proposes a three-
pronged approach, on «promotion 
of the Union’s economic base and 
competitiveness; protection against 
risks; and partnership with the 
broadest possible range of coun-
tries to address shared concerns 
and interests»8. Further, the Council 
proposes a series of recommenda-
tions addressed to research entities; 
to the Member States called upon to 
act at the regulatory level; and to the 
European Commission in its coordi-
nating role in the field of scientific 
research policies9.

Against this backdrop, I argue that 
what is lacking in the debate on 
research security and use of AI in 
science is AI literacy, intended as 
the ability «in both the human and 
technological dimensions of AI, un-
derstanding how it works in broad 
terms, as well as the specific impact 
of Gen AI»10. In addition to the short-
comings of the Artificial Intelligence 
Act (AI Act) 11, it is worth noting that 
the European lawmaker pays atten-
tion to the issue of AI literacy. The 
reference goes to Article 4 of the AI 
Act. This provision may be particu-
larly relevant for the use of AI in sci-
entific research, where the complex-
ity of AI systems demands a high 
level of expertise among research-
ers and operators. The problems 
are both epistemic and normative12. 
Ensuring AI literacy within research 
teams helps to enhance the reliabil-
ity and validity of scientific findings, 
as well as to address ethical con-
siderations and biases related to AI 
models. By aligning with the require-
ments of the AI Act, research orga-
nizations can foster responsible and 
informed use of AI technologies, 
ultimately advance innovation while 
safeguarding integrity and account-
ability in scientific inquiry. Neverthe-
less, it is necessary to investigate 
what is meant by AI literacy applied 
to the field of scientific research and 
how it can be implemented or real-
ised. There are, for instance, univer-
sities that have published guidelines 
on the ethical use of AI13 and, on the 
other hand, research organizations 
that have banned its use14.

This paper claims the lack of con-
sideration about the AI literacy in the 
context of research security leading 
to potential inequities in research re-
sulting from the AI (and data) illiter-
acy (e.g., loss of funding opportuni-
ties; methodological disadvantages; 
bias in AI-driven tools; institutional 
disparities, etc.). Strengthening re-
search security aspects and adopt-
ing a polarized approach about the 
role of AI in science, among other 
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things, risk acquiring inequities and 
undermining inclusiveness in re-
search, a key factor in EU policies 
on science and a priority frequently 
evoked by scholars15. Accordingly, 
section 2 concerns the state-of-the-
art, proposing a distinction between 
AI systems used as part of the re-
search process and AI systems and 
models that are the outcome of the 
project. Section 3 frames the trou-
bled relationship between openness 
and security in scientific research. 
In dealing with the use of AI in sci-
ence and the related emerging se-
curity concerns, section 4 illustrates 
the missing link, represented by AI 
and data literacy, addressing the le-
gal framework (Section 4.1) and the 
challenges — not only legal, but also 
ethical — specific to the research 
sector (Section 4.2). Section 5 con-
cludes by highlighting the risks of AI 
and data illiteracy and underling the 
main considerations advanced in 
this study to contribute to the ongo-
ing debate about AI in science.

2. AI IN SCIENTIFIC RESEARCH: 
PART OF THE PROCESS OR RE-
SEARCH OUTCOME?

The current relevance of AI in the 
field of science is plain to see. It 
also emerges from the Nobel Prize 
awards. Consider the 2024 Nobel 
Prize in Physics awarded to John 
J. Hopfield and Geoffrey Hinton for 
their studies related to machine le-
arning (ML, hereinafter) and neural 
networks, as well as the Nobel Prize 
in Chemistry of the same year, awar-
ded to Demis Hassabis and John 
Jumper for developing an AI model 
capable of predicting proteins’ com-
plex structures. Furthermore, recent 
statistics indicate that publications 
on AI continue to grow, having al-
most tripled from 2013 to 2023, with 
their share increasing from 21.6% in 
2013 to 41.8% in 202316.

Frequently, attention is drawn to the 
increasing relevance of AI in scien-
ce in general, without distinguishing 
between its uses, means, role, or 
impact. However, in order to exa-
mine the risks to research security, 
as well as the opportunities stem-
ming from openness in science, a 
fundamental differentiation must be 
made. It is essential to consider the 
distinction between two categories 
of AI in science: (i) AI models and 
systems used during the research 
process and (ii) AI models and sy-
stems developed as a result of the 
research project. 

In the former case, an AI system is 
used by researchers in order to im-

plement a specific research project, 
becoming instrumental in obtaining 
the results17. Consider, for exam-
ple, a research project that aims to 
improve the diagnosis of neurode-
generative diseases such as Par-
kinson’s or Alzheimer’s, by using 
a neural network that analyses 
spoken language to detect imper-
ceptible variations. In this scenario, 
a group of researchers in the biome-
dical field search the market for the 
most suitable AI system. This means 
(or should mean) identifying an AI 
system that is economically viable, 
ethically suitable, compliant with the 
legal framework in which they ope-
rate, in addition to being useful for 
the purposes of their project. After 
that, the biomedical researchers 
adopt the chosen AI option to deve-
lop part of the research process. In 
other words, we have an AI system 
used in one phase of the research 
process, with the aim of combating 
a specific type of disease. 

However, it is crucial to consider 
that AI is an area of investigation 
per se, in which the developments 
of AI models and systems represent 
the result of the research projects18. 
For instance, think about a research 
project that has the objective of de-
veloping a neural network, trained 
on human voice recordings, that is 
capable of detecting imperceptible 
variations. This model could have 
multiple applications, including – but 
not limited to – the diagnosis of neu-
rodegenerative diseases. 

An important facet of this distinction 
is that, recently, the range of AI sy-
stems (especially gen AI) that can 
be used in some stage of the rese-
arch process (i.e., the first category 
of AI in science identified above) has 
increased notably. This category in-
cludes what is known as “machine 
learning-based science”, where a 
ML model is developed concerning 
a phenomenon under investigation 
and is queried to obtain information, 
as a form of an «upgrade of conven-
tional statistical modelling»19. But 
examples of AI systems used during 
the research process are manifold. 
Consider Gen AI systems adopted 
for writing scientific papers, as well 
as for assessing other scholars’ pa-
pers during the peer review phase; 
or AI systems that process data in 
order to identify patterns; AI-tools 
to provide literature review; down 
to AI-generated images, leading to 
scientific malpractice20, etc. 

Besides proven cases of fraud, the 
use of AI or gen AI systems genera-
tes several challenges. For instan-
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ce, some scholars have reported a 
general slowdown in scientific pro-
gress21. One of the many causes is 
scientific overproduction22. In that 
case, AI systems could even wor-
sen the situation by boosting the 
production of scientific publications. 
Another issue is about the fact that 
researchers’ using AI systems in 
their processes could vehicle errors 
(or hallucinations, in the case of gen 
AI23) that affect the entire project, 
«especially when off-the-shelf tools 
are used by researchers who have 
limited expertise in computer scien-
ce»24.

The proposed distinction between 
the two categories of AI in science 
(i.e. AI as part of the research pro-
cess and AI systems resulting from 
the project itself) is crucial since the 
challenges arising from their use 
are extremely different and require 
the development of diverse solu-
tions and approaches. There are 
currently attempts to develop sets 
of recommendations or guidelines 
related to AI for science25. Howe-
ver, while such initiatives should 
be welcomed, drawing attention to 
one of the most important issues for 
contemporary science26, they are 
frequently characterised by two li-
mitations. First, they are either too 
general, failing to distinguish betwe-
en the categories or purposes for 
which different AI systems are used 
in science, or too specific, develo-
ped for a single type of AI tools or 
applications, or perhaps focusing 
on single fields of research. In other 
words, they are attempts to identi-
fy guidelines that currently result 
fragmented and not coordinated. 
Second, with the category of AI sy-
stems or models used as part of a 
research project, it is important to 
consider that the challenges faced 
by a group of researchers in the 
ML-based science are not the same 
as those faced by a researcher 
who uses large language models 
(LLMs) to carry out, for example, a 
literature review. Section 4 will re-
turn to this point. Before devising a 
strategy that takes into account the 
distinction between the categories 
of AI described here (i.e., AI used 
in the research process and AI as 
the outcome of the project itself), it 
is essential to take into account one 
further factor. The risks mentioned 
here increase when considering the 
issue of research security, as em-
phasized by the EU Council Recom-
mendation. The risks to research 
security arising from the use of AI in 
science may engender the practices 
of sharing and reuse in the research 
process. Next section concerns this 

alleged tension between security 
and openness.

3. SECURITY AND OPENNESS 
IN SCIENCE: A STRAINED RELA-
TIONSHIP

The formula “open science” refers 
to an approach to scientific resear-
ch that aims to promote knowledge 
sharing, cooperation, and transpa-
rency by opening up every stage of 
the scientific research process: from 
research data to methodologies; 
from the tools used to the evaluation 
of results; down to forms of disse-
mination, primarily publications and 
teaching activities, promoting the 
widest possible involvement of ci-
vil society27. Since 2015, European 
institutions have developed a rather 
complex set of projects and initiati-
ves aimed to support the openness 
of the scientific research process28. 
This interest by the EU institutions 
has also led to the approval of a 
set of regulatory texts intended to 
promote open science as much as 
possible by the parties involved, 
whether they be research organiza-
tions or individual researchers. First 
and foremost, these include the Ho-
rizon Europe Regulation 2021/69529, 
which institutionalizes open science 
as the EU approach to research, 
and Directive 1024/201930, which 
includes research data part of publi-
cly funded projects under the scope 
of application of the open data fra-
mework31.

The EU Council Recommendation 
2024 on enhancing research secu-
rity takes into account the EU regu-
latory framework (soft and hard law) 
on open science, underlining from 
the very first recital that «Openness, 
international cooperation, and ac-
ademic freedom are at the core of 
world-class research and innova-
tion»32. However, the focus of the 
Recommendation is on strengthen-
ing research security in light of the 
fact that «European research and 
innovation [is] being confronted with 
malign influence and being misused 
in ways that affect the Union’s se-
curity or infringe upon Union values 
and fundamental rights as defined 
in the Treaty on European Union 
(‘TEU’) and in the Charter of Fun-
damental Rights of the European 
Union (‘Charter’)»33. 

In particular, research security is 
defined as the range of activities 
designed to anticipate and manage 
three types of risks: (i) those relating 
to «the undesirable transfer of criti-
cal knowledge and technology that 
may affect the security of the Union 
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and its Member States»34; (ii) those 
concerning the engendering of a 
«malign influence on research»35 
through the instrumentalization 
of research or disinformation; (iii) 
those regarding violations of sci-
entific ethics or research integrity 
to the extent that «knowledge and 
technologies are used to suppress, 
infringe on or undermine Union val-
ues and fundamental rights»36.

The Recommendation supports 
the establishment of common stan-
dards and guidelines for all Member 
States to address risks such as in-
tellectual property theft, misuse of 
research results and interference 
by foreign actors. The Council aims 
to promote a resilient ERA that can 
thrive in an increasingly complex 
and competitive global landscape, 
avoiding «risk of undesirable trans-
fer of critical knowledge and tech-
nology […] affecting the security of 
the Union and its Member States»37.

The Recommendation provides a 
very broad definition of research se-
curity, with the intention of leaving 
Member States leeway regarding 
their jurisdiction. Considering the 
role that digital technologies, and 
in particular AI and data, play in 
relation to the three areas of perils 
identified by the Council (e.g., think 
about the impact on disinformation), 
as a result, this broad definition may 
risk overlapping with other concepts 
such as cybersecurity or data se-
curity38, which have a specific reg-
ulatory framework. While expecting 
to discuss national policies or ini-
tiatives or European Commission 
interventions on research security, 
the hazard that arises is that, in light 
of the current geopolitical tensions 
(or under the guise of them), open-
ness in scientific research will be re-
stricted or only the dangers of using 
AI in science will be perceived.

The opportunities arising from open 
research and access to scientific 
knowledge cannot be dismissed, 
nor can the benefits or potential 
gains of using AI in science. The 
benefits of the openness of the sci-
entific research process – which is 
not indiscriminate sharing but rather 
the adoption of practices that safe-
guard the research process – are 
well known39. In an age profoundly 
affected by disinformation and wide-
spread pseudoscience, access to 
scientific knowledge is crucial. 

Likewise, the benefits of using AI in 
science cannot be downplayed. The 
2024 Report by the International 
Association of Universities outlined 

three main benefits of using AI in 
research40, namely: (i) as a means 
of streamlining many routine tasks; 
(ii) in «supporting the evolution of 
cross-disciplinary interoperation 
[...], and in ensuring that different 
data sets from different sources 
can be combined»41; and (iii) to syn-
thesize «an enormous range and 
diversity of scientific understanding 
in ways that are accessible to non-
experts»42.

The goal is rather to understand 
how openness and security in re-
search can be aligned. To preserve 
the balance between these two 
fundamental purposes, attention 
should be drawn to the missing link, 
represented by the AI literacy. 

4. THE MISSING LINK

To promote alignment between 
openness and research security, 
maximizing the benefits and mini-
mizing the perils of AI in science, 
it is essential to take into account 
the AI and data literacy. The 2024 
EU Council Recommendation on 
enhancing research security refers 
to the need to «support higher edu-
cation institutions and equip resear-
chers, trainers, students and staff 
with the necessary tools to deal with 
the challenges to fair global colla-
boration, such as inequity, foreign 
interference and obstacles to open 
science»43. Yet, the Recommenda-
tion never explicitly mentions AI or 
data literacy. Conversely, the issue 
is receiving attention from the Eu-
ropean lawmaker. Below, the focus 
is first on the EU legal framework 
(section 4.1) and then on the spe-
cifics of data and AI literacy in the 
context of science (section 4.2).

4.1. AI (AND DATA) LITERACY: 
THE LEGAL FRAMEWORK

The European lawmaker provides 
for AI literacy obligations in Article 4 
of the AI Act, stipulating that: 

«Providers and deployers of AI sy-
stems shall take measures to ensu-
re, to their best extent, a sufficient 
level of AI literacy of their staff and 
other persons dealing with the ope-
ration and use of AI systems on their 
behalf, taking into account their te-
chnical knowledge, experience, 
education and training and the con-
text the AI systems are to be used 
in, and considering the persons or 
groups of persons on whom the AI 
systems are to be used». 

AI literacy is defined in Article 3(56) 
of the AI Act as «skills, knowledge 
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and understanding that allow pro-
viders, deployers and affected per-
sons, taking into account their re-
spective rights and obligations in the 
context of this Regulation, to make 
an informed deployment of AI sys-
tems, as well as to gain awareness 
about the opportunities and risks of 
AI and possible harm it can cause». 
The AI Act conveys the intention to 
«empower providers, deployers and 
affected persons to engage with AI 
systems in an informed manner, 
being aware of their potential ben-
efits, risks and harms»44, in order to 
«ensure its responsible, lawful, and 
ethical use»45.

The scope of Article 4 of the AI Act is 
broad, covering all types of AI sys-
tems identified in the AI Act46. In de-
termining what constitutes the “suffi-
cient level of AI literacy” required by 
the Regulation, the EU Commission 
recently stressed the need to adopt 
a certain degree of «flexibility», in-
cluding «a general understanding 
of AI» and the awareness about the 
level of «the risk of the AI systems 
provided or deployed»47. 

Precisely in light of this “general un-
derstanding” evoked by the Europe-
an Commission, I argue that AI liter-
acy should be closely linked to the 
notion of data literacy. The regulato-
ry provision concerning data literacy 
is Article 37(5)(a) of the Data act48, 
which mandates Member States in 
ensuring that «tasks and powers of 
the competent authorities [under the 
Data Act] [...] include [...] promoting 
data literacy and raising awareness 
among users and entities falling 
within the scope of this Regulation». 
In particular, recital 19 of the Data 
Act defines data literacy as «the 
skills, knowledge and understand-
ing that allows users, consumers 
and businesses, in particular SMEs 
falling within the scope of this Reg-
ulation, to gain awareness of the 
potential value of the data they gen-
erate, produce and share and that 
they are motivated to offer and pro-
vide access to in accordance with 
relevant legal rules». 

It has been argued that the no-
tions of AI literacy and data liter-
acy differ in two respects, i.e., the 
objectives pursued and the role of 
institutions in the dynamic. First, it 
has been pointed out that data liter-
acy under the Data Act is a «more 
data market-oriented»49 notion than 
AI literacy, which is instead strict-
ly connected with the protection of 
fundamental rights50. Second, while 
AI literacy obligations under the AI 
Act apply to providers and deploy-

ers, data literacy obligations under 
the Data Act target institutions, be-
coming the subject of measures and 
initiatives by the competent author-
ities51.

Even though recognizing the dis-
tinctive aspects of the two notions 
conveyed in the AI Act and Data Act, 
the central role of data in the func-
tioning of AI cannot be overlooked52. 
Consider, for instance, the several 
studies that, during the COVID-19 
pandemic, asserted that AI sys-
tems could diagnose the disease 
through chest X-rays or CT scans. 
It was subsequently demonstrat-
ed, through a «systematic review 
of 415 such studies», that «only 62 
met basic quality standards»53. The 
significant aspect here, combining 
AI literacy and data literacy, is that 
many of the limitations of these 
studies were related to data duplica-
tion, misuse of training data, lack of 
methodology and restricted access 
to data54.

In addition, expanding the notion 
of AI literacy to include data liter-
acy makes it possible to address 
some of the limitations of the no-
tion of AI literacy under the AI Act. 
For example, some scholars claim 
that a limitation of Article 4 of the 
AI Act stems from the fact that this 
provision does «not address any 
need for other persons in society» 
at large55. In this sense, envisaging 
AI literacy initiatives from providers 
and deployers under the AI Act as 
complementary to the data literacy 
initiatives developed under the Data 
Act56 may be fruitful to broaden the 
range of beneficiaries of literacy 
measures. This is also supported by 
the wording of recital 19 of the Data 
Act, which states the need to «go 
beyond learning about tools and 
technologies», pursuing the intent 
«to equip and empower citizens and 
businesses with the ability to benefit 
from an inclusive and fair data mar-
ket».

Based on this regulatory framework, 
below attention is drawn to the spec-
ificities of AI and data literacy in the 
field of scientific research, in light of 
the categorization of AI in science 
proposed in section 2.

4.2. AI AND DATA LITERACY IN 
SCIENCE

In understanding what needs to be 
done to comply with the AI literacy 
requirements set out in the AI Act 
for the field of scientific research, 
it is crucial to take into account the 
distinction proposed in section 2 
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between AI systems used during 
the research process and AI sy-
stems resulting as the outcome of 
a research project. This distinction 
is essential because the respon-
sibilities of researchers and, more 
importantly, the risks in terms of re-
search security differ significantly in 
the two cases. The European law-
maker does not specify what the AI 
literacy obligations should consist 
of. However, if the actors involved, 
i.e. deployers and providers of AI 
systems, are required «to consider 
the challenges that it may pose in 
terms of legal, ethical and societal 
considerations»57, this is therefore 
the context in which to take into ac-
count the risks associated with re-
search security, as referred to in the 
2024 EU Council Recommendation 
on enhancing research security.

As summarized in Table 1, when AI 
systems are used as tools within the 
research process, the researchers 
(or, more generally, the research or-
ganization) carrying out the project 
must be considered deployers un-
der the AI Act. A deployer is defined 
in Article 3(4) of the AI Act as any 
«natural or legal person, public au-
thority, agency or other body using 
an AI system under its authority 
except where the AI system is used 
in the course of a personal non-pro-
fessional activity». In this case, 
therefore, researchers are subject 
to the mandatory adoption of AI lite-
racy measures pursuant to Article 4 
of the AI Act (and Article 26(2) of the 
AI Act when dealing with high-risk AI 
systems58).

Conversely, when a research 
project is aimed to develop an AI 
system, which therefore represents 
the result of the project itself, then 
the researchers and the research 
organization may represent the role 
of provider under the AI Act. Article 
3(3) of the AI Act defines a provider 
as any «natural or legal person, pu-

blic authority, agency or other body 
that develops an AI system or a ge-
neral-purpose AI model or that has 
an AI system or a general-purpose 
AI model developed and places it 
on the market or puts the AI system 
into service under its own name or 
trademark, whether for payment or 
free of charge». Therefore, rese-
archers who develop an AI system 
are considered providers in only 
two cases: (i) when the system is 
placed on the market; (ii) or when 
it is put into service. The first case, 
i.e. placing on the market, is defined 
in Article 3(9) of the AI Act as the 
operation whereby «the first making 
available of an AI system or a gene-
ral-purpose AI model on the Union 
market» occurs. 

In the second case, i.e. when an AI 
system is put into service, this me-
ans, according to Article 3(11) of the 
AI Act, referring to «the supply of an 
AI system for first use directly to the 
deployer or for own use in the Union 
for its intended purpose». Consider 
the scenario of an AI system deve-
loped by a university or a research 
centre and then made available, 
for example, to a hospital or public 
administration. In this case, even if 
this operation is carried out free of 
charge, the research organization is 
framed as a provider and therefore 
subject to AI literacy obligations.

Yet, if a research team develops an 
AI system solely for research purpo-
ses, then the research organization 
does not act as either a deployer or 
a provider and can be considered 
exempt from the mandatory AI lite-
racy measures. It should therefore 
be noted that, from a legal point of 
view, there appear to be more impli-
cations when an AI system is used 
during the research process than 
when an AI system is the outcome 
of the project itself. Nevertheless, I 
argue that, even in the case in whi-
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AI LITERACY IN SCIENCE
Categories of AI

in science
AI part of the 

research process AI as outcome of the research process

Role of researchers 
under AI Act Deployers

Providers
(If AI placed on the 

market or into service)

None
(If pure research)

AI literacy 
measures

Mandatory adoption
(Art. 4 AI Act; Art. 

26(2) AI Act)
Mandatory adoption

(Art. 4 AI Act)

Voluntary 
adoption

(Art. 66(1)(f) AI Act; 
Art. 95(2)(c) AI Act)

Table 1. AI literacy obligations in science
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ch an AI system is developed solely 
for research purposes, the adoption 
of AI literacy measures, although 
not mandatory, should be under-
stood as a security measure and a 
matter of scientific integrity. This is 
supported by Article 66(1)(f) of the 
AI Act, that prompts the EU AI Board 
and Member States, in synergy with 
the European Commission, to pro-
mote AI literacy. This can be done, 
for instance, by adopting voluntary 
codes of conduct to enhance AI lite-
racy, as provided for in Article 95(2)
(c) of the AI Act. Completing the fra-
mework of mandatory measures on 
AI literacy with voluntary adoption 
in the case of pure research is as-
sociated with the fact that «illiteracy 
remains a problem that does not 
simply revolve around the top-down 
enforcement of the tools of hard 
law, but also, on the success of the 
promotional side of the law and the 
aim to foster AI for good»59. In addi-
tion, this supererogatory framework 
may foster a more comprehensive 
understanding of literacy, also en-
compassing data literacy measures. 
This requires a coordinated approa-
ch between European and national 
institutions and research organiza-
tions to enable the implementation 
of «meaningful initiatives»60.

5. CONCLUSIONS

In May 2024, the same month in 
which the EU Council Recom-
mendation on enhancing research 
security was released, it was an-
nounced that «one of the big four 
commercial [scientific] publishers, 
Taylor and Francis, had sold access 
to Microsoft»61 to their resources, 
«involving “access to advanced 
learning content and data, and a 
partnership to explore AI expert 
applications”»62. The intermingling 
of the public and private sectors 
in scientific research is growing si-
gnificantly, and as recognized by 
the EU Council, «while the risks to 
which companies are exposed may 
be similar, their nature, needs and 
capacities differ from those of rese-
arch performing organisations»63. 
It is precisely in this context that AI 
and data literacy becomes the fun-
damental missing link, as a means 
of strengthening research security 
and improving the quality of scien-
tific inquiry. 

In particular, in order to understand 
how AI literacy represents the link 
between openness and security in 
research, consider the three challen-
ges to research security described 
above. According to the EU Council 
Recommendation, these are (i) the 

undesirable transfer of critical know-
ledge; (ii) the instrumentalization of 
research and disinformation; and 
(iii) ethical or integrity violations, in-
fringement of fundamental rights. 

With regard to (i) the undesirable 
transfer of critical knowledge, ha-
ving an approach to AI literacy be-
comes a fundamental condition for 
the risk evaluation that each rese-
arch group must implement on a 
project-by-project basis. Consider, 
for example, the application of the 
formula “as open as possible, as 
closed as necessary” in complying 
with the European regulatory fra-
mework on open research data. In 
this case, the final risk evaluation is 
left to the discretion of scientists (or 
the research organization to which 
they belong, in the best-case sce-
nario), in identifying many crucial 
choices (e.g., where to store data 
for long-term preservation; what to 
share about the project; which licen-
ses to apply, etc.). 

Concerning the risk of (ii) research 
exploitation and misinformation, the 
adoption of AI literacy measures 
increases accuracy. Literate rese-
archers can verify authenticity, tra-
ce data provenance and enhance 
transparency. In other words, the 
AI literacy in science strengthens 
resilience against external poten-
tial manipulation that aim to distort 
scientific debate.

Finally, about (iii) ethical or integrity 
violations, infringement of funda-
mental rights, AI literacy raises awa-
reness, making literate scientists 
more conscious of potential pressu-
re to engage in value-compromising 
projects, and ensure safeguards are 
built in early phases of the projects. 
An AI literacy approach may stren-
gthen a culture of integrity and ali-
gnment with EU ethical frameworks.

To sum up the analysis presented in 
the paper leads to three main consi-
derations, summarised below. 

(1) First, the general expression “AI 
in science” can be misleading. It is 
necessary to distinguish between 
the roles of various AI systems in 
the context of scientific research. 
The paper proposes a differentiation 
between AI systems used as tools 
during the research process and AI 
systems and models that represent 
the result of the research project it-
self. This distinction is instrumental 
in understanding the obligations set 
forth in the AI Act with regard to AI 
literacy. 
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(2) Second, the paper suggests a 
broad interpretation of the concept of 
AI literacy, complemented by that of 
data literacy, under the Data Act. In 
this way, a joint interpretation of the 
AI Act and the Data Act may enable 
an extension of the actors benefiting 
from literacy measures.  

(3) Third, the investigation of AI lite-
racy obligations under the AI Act for 
the field of scientific research (as 
summarised in Table 1) suggests 
extending the adoption of AI literacy 
measures where there are no man-
datory requirements, as a matter of 
scientific ethos and research security. 
The adoption of approaches aimed 
to ensure a good level of AI literacy 
among the actors involved is a me-
ans of balancing openness and rese-
arch security.  

As Stefano Rodotà emphasised with 
regard to the risks associated with the 
digital divide, selectively benefiting 
from technological innovation «leads 
to a “human divide”»64, which poses 
an even greater risk when applied in 
the context of scientific inquiry.
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