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ABSTRACT

This paper examines how the ethical 
principle of fairness can be embed-
ded within the governance and ope-
rational models of Trusted Research 
Environments (TREs). While TREs 
are designed to ensure data security 
and privacy, the authors argue that 
ethical governance should extend 
beyond trust to include fairness in 
the distribution of data-related ri-
sks and benefits. They propose a 
fairness model grounded in public 
value, combining defensive motiva-
tions (non-discrimination, redistri-
bution, equality of opportunity) with 
progressive ones (transparency, 
participation, right to justification). 
The paper outlines how fairness can 
be operationalized through process 
design, management practices, and 
policy frameworks, offering practical 
recommendations for more equi-
table and transparent TRE opera-
tions. By conceptualizing fairness as 
a dynamic and measurable principle, 
the study bridges ethical theory and 
procedural application, aiming to 
enhance public legitimacy, stakehol-
der confidence, and the overall justi-
ce of data governance systems.
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SOMMARIO

Questo articolo esplora come il 
principio etico di equità (fairness) 
possa essere integrato nella go-
vernance e nei modelli operativi 
dei Trusted Research Environ-
ments (TREs). Nati per garantire 
sicurezza e privacy, i TREs non 
dovrebbero basarsi solo sul princi-
pio di fiducia, ma anche sulla giu-
stizia nella distribuzione di rischi 
e benefici derivanti dall’uso dei 
dati. Si propone così un modello di 
equità fondato sul valore pubblico, 
che unisce motivazioni difensive 
(non discriminazione, redistribu-
zione, uguaglianza di opportunità) 
e progressive (trasparenza, parte-
cipazione, diritto alla giustificazio-
ne). L’articolo mostra come l’equità 
possa essere resa operativa at-
traverso la progettazione dei pro-
cessi gestionali e decisionali dei 
TREs, fornendo raccomandazioni 
per politiche e pratiche più giuste 
e trasparenti. In tal modo, l’equità 
diventa un principio dinamico e mi-
surabile, indispensabile per raffor-
zare la legittimità etica e la fiducia 
pubblica nei sistemi di governance 
dei dati.

PAROLE CHIAVE
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1. INTRODUCTION

This paper explores how the ethical 
principle of fairness can be integrat-
ed into the governance and opera-
tional models of Trusted Research 
Environments (TREs), with the goal 
of enhancing their functioning and 
utilization of public value in data 
management.

Whilst there is no universally 
agreed-upon definition of a TRE, 
multiple initiatives are actively work-
ing to establish clearer standards 
and frameworks. In essence, a TRE 
is generally understood as a secure 
environment that enables approved 
researchers to access and analyze 
sensitive or de-identified data, while 
safeguarding privacy and confiden-
tiality through technical, procedural, 
and governance controls1.

In the UK, the Office for National 
Statistics (ONS) Secure Research 
Service (SRS)—a prime example 
of a TRE—operates under the Five 
Safes framework, which ensures 
that data access is granted only to 
safe people, for safe projects, in 
safe settings, using safe data, and 
that outputs are checked for disclo-
sure risk2.

Terminology varies both within the 
UK (e.g., Secure Data Environment, 
Data Safe Haven) and internation-
ally (e.g., microdata laboratories, 
virtual data labs, safe havens)—re-
flecting considerable variation in 
design, governance, and functional-
ity3. For instance, while many TREs 
incorporate comprehensive output 
checking, others may omit this com-
ponent, leading to differences in 
how effectively privacy is protected.

This definitional ambiguity has sig-
nificant implications for the principle 
of fairness: inconsistent use of the 
term “TRE” risks creating misleading 
assumptions about the protections 
offered to individuals, communities, 
and researchers. The SATRE speci-
fication aims to develop a broad and 
inclusive definition: a TRE encom-
passes not only the computing and 
technological infrastructure but also 
the information governance and data 
management processes required to 
support secure research with sen-
sitive data4. Here, sensitive data 
refers to any data requiring disclo-
sure control measures (for instance, 
personally identifiable information or 
other data with privacy implications). 
By articulating these assumptions 
explicitly, SATRE seeks to advance 
a transparent and consistent foun-
dation for assessing fairness in TRE 
design and implementation.

Recent research from the UK Sta-
tistics Authority (UKSA) and the 
Economic and Social Research 
Council (ESRC) indicates that TREs 
are generally trusted by the public5. 
However, emerging academic litera-
ture has challenged the assumption 
that TREs are about trust6.

This paper partially endorses this 
argument acknowledging that TREs 
are not solely about trust. This rais-
es a follow-up question: What addi-
tional principle(s)—beyond trust—
should guide an ethically sound 
management of TREs?

While we do not claim to offer a de-
finitive answer, we argue that future 
research should focus on identifying 
and operationalizing a set of guid-
ing principles to underpin the gov-
ernance of TREs. In this paper, we 
highlight fairness as one such prin-
ciple—central to ensuring that data 
access and use within TREs not 
only protects privacy but also pro-
motes public value in an equitable 
and transparent manner.

In summary, this paper aims to criti-
cally examine and enhance the role 
of fairness within TREs. Specifically, 
it seeks to:

•	 Investigate the concept of fair-
ness in the context of data ac-
cess, governance, and public 
benefit generation within TREs.

•	 Propose a new fairness model 
that complements existing trust 
frameworks by focusing on how 
TREs deliver public value.

•	 Develop practical process de-
signs to operationalize fairness 
in TREs, offering clear guid-
ance on how engagements 
in such environments can be 
structured and managed.

These aims are guided by the cen-
tral hypothesis that TREs need to 
be not only safe but also fair in or-
der to be fully trusted by the public 
and stakeholders. This hypothesis 
builds on the growing consensus 
that trust in data environments is 
multidimensional. Being seen to be 
fair in procedures and practices (of-
ten referred to as “procedural fair-
ness”) is increasingly recognized 
as a core component of institutional 
trust7.

This paper is guided by three over-
arching research questions. First, it 
asks how fairness and trust interact 
within TREs, and how these two 
concepts might be co-optimized. 
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This question explores the relation-
al dynamics between fairness and 
trust, recognizing that perceptions 
of equity and justice increasingly 
underpin the legitimacy of data gov-
ernance systems.

Second, the paper investigates 
which design features and deci-
sion-making processes are most 
effective in fostering fairness in the 
governance and operation of TREs. 
This includes an examination of 
institutional arrangements, proce-
dural safeguards, and participatory 
mechanisms that can embed fair-
ness into the everyday functioning 
of these environments.

Finally, the research considers the 
broader benefits of integrating fair-
ness into data access and gover-
nance practices. By doing so, it 
aims to assess not only the ethical 
principle of fairness, but also its 
practical implications for public con-
fidence, stakeholder engagement, 
and the delivery of public value.

The study is expected to make 
several key contributions to both 
scientific discourse and policy de-
velopment. It will offer a concep-
tual framework for understanding 
fairness within TREs, situating this 
principle within broader debates on 
trust, governance, and data justice. 
Building on this foundation, the pa-
per will propose a novel fairness 
model, explicitly oriented toward the 
generation of public benefit, and de-
signed to complement existing trust-
based frameworks.

In addition to theoretical contribu-
tions, the research will develop a 
set of practical recommendations 
for policy and organizational de-
sign. These will provide actionable 
guidance on how fairness can be 
operationalized through the struc-
ture, management, and oversight 
of TREs. Finally, the work aims to 
inform ongoing national and inter-
national conversations about how 
to design data access infrastruc-
tures that are not only secure and 
efficient, but also demonstrably fair 
and trustworthy.

By framing fairness as both a mea-
surable and actionable principle, the 
paper seeks to bridge the gap be-
tween normative ideals and practi-
cal implementation—supporting the 
creation of more equitable and cred-
ible research environments.

2. BACKGROUND AND RATIONALE
Graham et al.8 suggest that TREs do 
not foster public trust but instead min-
imize the need for it. Trust inherently 
involves vulnerability and the possi-
bility of disappointment—elements 
that TREs are explicitly designed to 
eliminate through strong privacy and 
security controls. By offering techni-
cal and procedural safeguards, TREs 
seek to replace reliance on trust with 
assurance and risk mitigation. 

This perspective has generated im-
portant debate. In response, Affleck 
et al.9 contend that while TREs do 
mitigate certain risks, they do not 
address all public concerns. From 
this view, TREs serve not as replace-
ments for trust but as tools that help 
people assess whether the institu-
tions managing their data are trust-
worthy. In other words, while TREs 
can facilitate trust, they do not re-
move the need for it. Similarly, Jesu-
dason10 argues that verification can 
reduce uncertainty, but nevertheless 
increase feelings of trust.

In response to this criticism, Gra-
ham et al.11 emphasized the need 
for linguistic precision—particularly 
in distinguishing between trust and 
reliance. They argue that while crit-
ics often conflate the two, the differ-
ence is significant: reliance involves 
predictable, risk-managed systems, 
whereas trust implies a willingness 
to be vulnerable. According to their 
view, TREs are designed to ensure 
reliability, not to cultivate trust direct-
ly. As they conclude, “TREs are (still) 
not about trust, although they may be 
part of building a health data research 
system that is trustworthy” (p. 660).

The landscape has grown increas-
ingly complex as TREs are now ex-
pected to regulate access not only 
to traditional datasets but also to 
emerging assets such as artificial in-
telligence models12. While TREs are 
often valued for the continuity and 
predictability they offer, research has 
highlighted how they are also being 
drawn into uncharted territory, where 
risks remain poorly understood and 
insufficiently mapped13. This evolv-
ing context makes it increasingly 
difficult to calibrate the balance be-
tween security and trust within these 
infrastructures, and it reopens critical 
questions around vulnerability and, 
as we shall explore further, fairness.

This paper partially endorses the ar-
gument put forward by Graham et al., 
recognizing that TREs are not solely 
about trust. We argue that the ethi-
cal governance of TREs should be 
grounded in a broader set of guiding 
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principles. Identifying and operation-
alizing these principles will be a cen-
tral objective for future scholarship in 
data ethics and governance.

In this paper, we focus on one such 
principle: fairness—a concept we 
contend is essential for ensuring that 
TREs are not only secure and effi-
cient, but also just and publicly legit-
imate.

3. THE CASE FOR FAIRNESS IN 
TRES
Existing scholarship on the ethics of 
risk management highlights the lim-
itations of deterministic approaches 
attempting to eliminate all risk by 
planning for worst-case scenarios. As 
Hansson14 argues, most real-life de-
cisions are made under conditions of 
uncertainty. Yet, in data access and 
governance (including TREs), a natu-
ral tendency exists to simplify this un-
certainty by reframing it as calculable 
risk, leading to decision-making that 
often underestimates the complexity 
of both human and technological sys-
tems.

This complexity is particularly evident 
in data environments, where no sys-
tem can fully eliminate the possibili-
ty of harm. In medical data sharing, 
for example, no disclosure control 
technique can guarantee absolute 
protection against re-identification15. 
Nonetheless, the societal benefits 
of responsible data use—such as 
breakthroughs in medical science—
are widely acknowledged. According-
ly, a strict “zero-risk” approach is not 
only impractical but potentially coun-
terproductive, as it could hinder prog-
ress in public health and research.

Importantly, risk acceptance is only 
justifiable within a fair and equitable 
framework. Hansson argues that 
“exposure of a person to a risk is ac-
ceptable if and only if this exposure 
is part of an equitable social system 
of risk-taking that works to her advan-
tage”16. This principle underscores 
two crucial dimensions of fairness in 
data governance:

1.	 Reciprocal Benefit: Individuals 
accept certain risks because 
they anticipate collective or 
personal benefits—such as im-
proved healthcare—within a 
shared social system.

2.	 Equity: These risks and benefits 
must be distributed fairly across 
the population. No group should 
disproportionately shoulder the 
burdens or be excluded from the 
rewards.

Public sentiment suggests a lack of 
confidence in how this fairness is 
currently managed by government 
and public and private firms. A 2018 
survey by Imperial College’s Institute 
of Global Health found that while 
UK respondents were more open to 
sharing medical data with research 
institutions than with commercial 
entities, only half were willing to do 
so. In the US, the figure dropped to 
one-quarter17. This hesitancy points 
not necessarily to a rejection of med-
ical research, but to a deeper con-
cern about how the benefits of data 
sharing are distributed.

Recent controversies have further 
eroded public trust. In 2023, The 
Observer reported that UK Biobank 
shared sensitive donor data with in-
surance companies, despite prior 
assurances that such information 
would only support academic re-
search18. Similar breaches involving 
public health institutions and private 
companies—including the NHS, drug 
and insurance firms19, Google Deep-
Mind20, and Palantir21—have raised 
questions not just of privacy, but 
of justice and fairness. This aligns 
with research findings in agricultural 
industries where farmers, after ini-
tially sharing data about their land 
and food production, are now more 
reluctant due to concerns about fair-
ness—particularly in inequality of the 
sharing of benefits emerging from 
the use of their data22.

While some benefit may have ac-
crued to the public, financial advan-
tages were clearly skewed in favour 
of corporate stakeholders. These in-
cidents illustrate a systemic failure: a 
breakdown in the fair distribution of 
benefits and a violation of the trust 
that underpins public participation in 
data ecosystems.

Such failures highlight that technical 
safeguards alone are insufficient. 
What is needed is a more compre-
hensive model that incorporates fair-
ness as a core evaluative criterion in 
data governance. Public willingness 
to share data increases when the 
purposes are transparent, the ben-
efits are evident, and—critically—
when those benefits are perceived 
as fairly shared. This is especially rel-
evant in TREs, which are designed to 
securely manage access to sensitive 
data for research purposes. 

4. TOWARD A FAIRNESS MODEL 
BASED ON PUBLIC BENEFIT
In the previous section, we intro-
duced fairness as a fundamental 
principle in data governance. Fair-
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ness, in this context, refers to a 
moral principle closely associated 
with social justice and the equitable 
redistribution of resources. Treating 
others fairly involves recognizing 
their moral equality, acknowledging 
their inherent worth as individuals, 
and avoiding wrongful discrimination 
while ensuring mutual respect.

Scholarly literature has highlighted 
several key aspects of fairness, such 
as “fair equality of opportunity” and 
the “right to justification”23. It is widely 
acknowledged that a fair social sys-
tem should regulate the distribution 
of burdens and benefits among its 
members while managing socio-eco-
nomic inequalities in a non-discrimi-
natory manner. Focusing on fairness 
as fair equality of opportunity in-
volves going beyond mere non-dis-
crimination; it requires creating con-
ditions that allow every moral agent 
to fully realise their potential. For 
instance, ensuring fairness in a dem-
ocratic election process would mean 
not only guaranteeing voting rights to 
all eligible citizens, but also making 
sure that every voter has access to 
correct information and the neces-
sary capacities to interpret it. This 
application of fairness extends into 
sensitive moral domains such as ed-
ucation, media, and communication.

Additionally, conceiving fairness 
through the right to justification im-
plies that in a fair social system, 
every person should be respected 
as an individual who both offers and 
demands justification. In this view, 
one fundamental right is not only 
to receive fair treatment but also to 
claim it on the basis of legitimate and 
justifiable arguments. Such a pro-
cess cannot occur in isolation. On 
the contrary, fairness requires an on-
going interplay among moral agents 
who must be recognized, included, 
and able to participate in the fair dis-
tribution of resources. On this prem-
ise, intersubjective relations must be 
structured with the aim of empower-
ing people to form their own judge-
ments on issues of concern and 
demand fair treatment. This process 
becomes especially important in sit-
uations of perceived injustice. Peo-
ple may choose to enact their right 
to justification by, for example, cam-
paigning against an unfair rule and 
demanding better treatment. From 
this perspective, fairness is seen 
less as an acquired right and more 
as a moving target, which political 
action must continually pursue and 
reinforce.

Drawing upon this emphasis on its 
relational nature, Giovanola and Tiri-

belli have recently described fairness 
as “fair equality of relationship” in the 
sense that, in conditions of fairness, 
human relations ought to “foster par-
ticular individuals’ agency, triggering 
genuine attachments, commitments, 
values and ends”, instead of en-
abling potentially detrimental phe-
nomena such as political polarization 
and prejudice24.

In data governance, fair conduct im-
plies that personal data should not be 
collected or shared if the associated 
risks disproportionately target specif-
ic individuals or groups. Additionally, 
ensuring an equal distribution of the 
benefits (not just the risks) from data 
sharing is essential for fair data gov-
ernance. This involves two distinct 
motivations: one defensive and one 
progressive:

•	 The defensive motivation for fair 
data governance focuses on 
non-discrimination, redistribu-
tion, and equality of opportunity. 
If there is a reasonable possibili-
ty that data sharing could lead to 
an unequal distribution of risks, 
a fair decision would be to halt 
data sharing until these risks are 
adequately mitigated.

•	 The progressive motivation for 
fair data governance emphasiz-
es data agency, transparency, 
and mutual benefits. According 
to the principles of fairness as 
the right to justification and fair 
equality of relationship, individu-
als must be informed about their 
role as data producers. They 
should be able to demand full 
explanations and justifications 
for how their personal data is 
used, the benefits it generates 
(whether economic, commer-
cial, or public), and how the re-
sulting data wealth is redistribut-
ed within society.

We argue that combining these de-
fensive and progressive motivations 
can serve as a potent antidote to 
both data misuse and data skepti-
cism. It empowers individuals to en-
gage in data sharing more actively 
and conscientiously while mitigating 
the risks of privacy violation and 
identity disclosure.

The ethical approach we outlined can 
help enforce concepts of data justice 
by ensuring fairness in how people 
are made visible, represented, and 
treated as data producers. This con-
ception is particularly beneficial in the 
context of national and supranation-
al law-making processes, where the 
challenges surrounding the status 
and risks associated with personal 
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data sharing are becoming increas-
ingly complex. According to Taylor25, 
legal frameworks must achieve three 
fundamental goals to secure data jus-
tice. First, they must provide individ-
uals with the legal capacity to know 
about the collection and use of their 
personal data. This aspect pertains 
to agency and transparency, aligning 
with the progressive motivation for 
fair data governance mentioned ear-
lier. Second, legal frameworks must 
enable the detachment of personal 
data from automated commodifica-
tion on global data markets while en-
couraging the analysis of big data for 
the common good. This goal relates 
to the need to anchor data access 
to the creation and redistribution of 
public benefits, which is essential for 
countering people’s skepticism about 
personal data sharing. Third, the law 
must counteract technical condi-
tions that might lead to intentional 
or unintentional discrimination. This 
aspect underscores the necessity 
of not only distributing data benefits 
but doing so fairly. It recognizes the 
social and political aspects, such as 
the inclusion of data producers from 
minority groups. By addressing these 
three goals, legal frameworks can 
better ensure data justice and pro-
mote a fairer, more transparent data 
governance system.

Figure 1 
General process for querying data in a 
TRE, with suggested relevant fairness 

factors for each step shown above each 
step, and the actors performing each 

step attached below.

5. PROCESS DESIGN FOR 
OPERATIONALIZING FAIRNESS 
IN TRES
Having clarified our understanding of 
data fairness and outlined the core 
principles of the proposed fairness 
model within data governance, we 
now turn to the practical dimension 
of this framework by examining how 
fairness can be operationalized with-
in secure research infrastructures 

such as TREs. Delivering on the 
promise of fairness requires embed-
ding points of action into the regular 
activities associated with sharing 
data in a TRE. From this perspec-
tive, we can draw on research from 
the disciplinary field of Management 
for guidance on how to operation-
alize fairness in these data sharing 
transactions.

In this section, we offer support for 
an operational view of how fairness 
can be delivered by drawing on em-
pirical evidence. We first present (in 
Figure 1) a model created during an 
engagement in January 2024 that in-
cluded two of the authors and several 
data custodian organizations, includ-
ing the UK Office of National Statis-
tics (ONS), UK Health Data Research 
(UK HDR), and Administrative Data 
Research UK (ADR UK) among oth-
ers. The model presents an illustra-
tive example of the general process 
of a typical query against a data set 
held in a TRE. This model also sug-
gests a set of fairness considerations 
appropriate for each step of the pro-
cess. Further, we suggest the con-
nection to specific actors who per-
form that process step, indicating the 
roles of those who participate in the 
specific tasks in the process where 
fairness can be operationalized.

We might start by employing a 
framework that distinguishes be-
tween data governance, govern-
ing, and management. Janssen 
et al. defines ‘governance’ as an 
overarching organising logic that 
influences decision making for any 
data-focused activity26. They further 
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suggest that ‘governing’ describes 
the collective actions to execute 
this logic, while the individual ac-
tions themselves are ‘management’ 
tasks. Actions of governing (doing 
the management tasks) are then re-
quired to operationalize the delivery 
of fairness as an outcome. An illus-
tration of this framework, as applied 
to the general TRE process drawn 
from practice, is provided in Figure 
2. This suggests that the concept 
of fairness is an influencing factor 
affecting the goal-orientation of the 
actions associated with governance. 

Figure 2
Governance logic shown at top which 
influences decision making; governing 

is shown as reflecting the establishment 
of a collection of actions to execute the 
logic; and management tasks in TREs 

are shown in the process steps.

There are strong parallels here be-
tween what is described as ‘manage-
ment’ and the general understanding 
of process management. Processes 
are simply a collection of intercon-
nected tasks and activities that de-
liver a specific outcome or strategy, 
both within and across organizational 
boundaries27.

In empirical examinations of process-
es of sharing data and information 
between organizations, Kembro et 
al.28 identify the importance of a fair 
benefit-sharing model and the pro-
tection of confidential information as 
antecedents enabling sharing. Their 
recommendations include agreed 
performance measures amongst data 
sharing partners to ensure equitable 
benefit distribution; and contracts 
which embed fairness principles to 
eliminate potential opportunistic be-
havior by any single player. More 
generally, management research 
shows a positive correlation between 
perceptions of fairness and higher 
levels of trust between organizational 
entities in a working relationship.

In the domain of agriculture, Wise-
man et al.29 also identified fears of 
unequal distribution of data-related 
benefits and the exposure of confi-
dential information. Farmers in their 
study expressed concerns of bearing 
an unfair balance of risk and vulnera-
bility, further stating that they did not 

benefit adequately from the rewards 
associated with data sharing.  

Recommendations from these cases 
shift focus to the need for ongoing 
dialogue for adjusting processes as-
sociated with data sharing to create 
fairness and ultimately greater trust. 
Such a balance, however, is in dan-
ger of being overwhelmed by part-
ners with greater levels of power, ef-
fectively giving the less powerful no 
option but to enter unfair agreement. 

The existence of a ‘digital data di-
vide’ was noted, describing the di-
vide between those who contribute 
data and those who control, aggre-
gate and share that data30.

To address the power imbalance, 
regulation now exists within the EU 
to ensure that those who offer ser-
vices requiring data, and those who 
contribute their data to that service 
both have ‘data literacy and aware-
ness’ as a way for both parties to ex-
pose potential value of any particular 
data set.  A similar requirement is in 
place for the operators of artificial 
intelligence (AI) systems using any 
data from contributors to train that 
AI.  Mandating increased data liter-
acy and awareness, however, is a 
‘toothless tiger’. Such regulation re-
lies on the assumption fairness con-
sistently emerges when participants 
have higher levels of data literacy 
and awareness.  Others take a more 
direct, operational approach.

In a case example from Australia, 
more transparent contracts were 
developed that emphasize fairness 
between data sharing participants31. 
These contracts rely on co-creat-
ed, agreed metrics that measure 
process-level performance.  Others 
move past contractual adjustments 
and metrics to directly address the 
need for process-focused fairness 
adjustments directly. Jakku et al. 
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describe adjustments at the pro-
cess level, calling for organizations 
to improve the “everyday practices 
and decisions” that would enable 
fairness in data sharing32. Further, 
their research findings suggest the 
approach of building-in fairness at 
the process level through increased 
cooperative development of data 
curation and evaluation processes 
involving all participants.

Increased levels of fairness in or-
ganizational process design and 
execution have been shown to 
contribute to the overall perception 
of ‘organizational justice’33. Using 
Colquitt’s constructs in assessing 
performance of projects, Unterhit-
zenberger and Lawrence show how 
work processes that follow fairness 
principles are an important element 
to creating fair outcomes in man-
aging change34. They state a need 
for organizations to embed fair pro-
cedures while also supporting team 
members in implementing those fair 
processes and procedures.

In practice, many of these recom-
mendations reflect the approach 
suggested by one of the more rele-
vant frameworks related to operating 
TREs. The widely used data man-
agement approach The Five Safes35 
itself is fundamentally a process en-
suring that no confidential or sensi-
tive data is exposed for analysis or 
publication. At each step of the Five 
Safes, those abiding its guidance are 
asked to make decisions shaped by 
principles of fairness and security. It 
details a set of checks and questions 
to rigorously monitor the process of 
monitoring the production and use of 
TRE data and outputs. This is a clear 
example of ensuring that fairness as 
a guiding principle in TREs requires 
the embedding of change at the pro-
cess level.  

Getting fairness right, however, de-
mands that the process be designed 
for trial-and-error cycles for govern-
ing. Ostrom’s extensive investiga-
tions into common-pool resources 
like shared sets of data in TREs led 
to the observation that the devel-
opment of governance processes 
requires the freedom and accep-
tance of “a considerable amount of 
trial-and-error learning”36. Ongoing 
efforts to refine the delivery of fair-
ness can lean on a robust body of 
research and a recent history of 
success in practice that comes from 
improvements at the process level.  
Continuous improvement using the 
various proven approaches of Total 
Quality Management (TQM)37, Busi-
ness Process Management (BPM)38, 
and change management methods 

all rely on action at the process level 
to deliver organisational goals.

6. POLICY AND PRACTICE RE-
COMMENDATIONS
To enhance the legitimacy and eth-
ical behaviours of TREs this paper 
argues that fairness must be embed-
ded as a foundational principle and 
at the core of both processes and 
frameworks. Currently, the focus is 
heavily shifted towards prioritising 
privacy, security, and verifiability 
and often overlook or silo perception 
of equity, justice and public partici-
pation. Policies should be adapted 
to formally recognise fairness as a 
core, ever evolving part of TRE ac-
tivity on par with traditional risk man-
agement. To help facilitate change 
and bring fairness to the forefront 
this section will outline policy and 
practice recommendations. The 
approach outlined in this section 
draws on the principles associated 
with continuous improvement cycles 
from the process management liter-
ature39.

1.	 Determine the goal of fairness 
and how that goal can be either 
perceived and/or measured.
Fairness must not be seen as a 
fixed goal but an emergent out-
come—requiring active monitor-
ing, data collection, and public 
feedback.  It should not be a 
one-shot activity that is some-
how completed once done. We 
suggest fairness should be a 
foundational core principle in 
TRE governance and standards 
should explicitly include fairness 
as a dimension and guiding de-
sign principle and reflected in 
the actions of governing the op-
eration.  

2.	 Establish what exists: illustrate 
the ‘As-Is’. 
Process mapping helps orga-
nizations to simultaneously 
gain sight of where decisions 
are made and actions are tak-
en, while also identifying the 
responsible person/persons in 
the organization. The use of 
process mapping to support de-
cision making has already been 
empirically established interna-
tionally in this environment40. 
We propose the same process 
examination would help TRE 
operators map out potential fair-
ness blind spots, while under-
standing how and when fairness 
is actively being judged. This 
objective view can then expose 
potential power imbalances or 

online first
3 novembre 2025

Data Fairness in 
Trusted Research 
Environments 
(TREs)



10

theFuture
ofScience
andEthics

Volum
e 10 ■ 2025

inequities at the process level, 
where they can be explicitly act-
ed upon. 
 

3.	 Understand that greater trans-
parency in governance is pos-
sible by operationalizing TRE 
processes. 
This transparency underpins 
clear accountability and over-
sight to each stage of governing 
the process. Once a process 
is established, emphasis could 
then be placed on the creation 
of a visible and transparent 
audit trail to evidence fairness, 
inviting external individuals to 
be public auditors. Embedded 
in this interaction of external 
review should be mechanisms 
which allow individuals to chal-
lenge fairness judgements. A 
clear picture of the above con-
siderations can then be used 
to design the future ‘to be’ pro-
cesses, carrying momentum 
in continuous improvement to 
monitor the emergent opera-
tion’s performance to ensure 
proper intended governance.  
An illustrative example of this 
approach, described above, is 
the newly developed Standard-
ized Architecture for Trusted 
Research Environments (SA-
TRE). SATRE proposes greater 
transparency in TRE process 
design to enable assessments 
of fairness. 

4.	 Embed actions of capacity 
building
Training of TRE staff and data 
owners to better understand 
fairness and transparency in de-
cision-making processes. This 
includes the activities and tasks 
of creating templates and re-
cords to capture socio-political, 
ethical and procedural justice 
dimensions of data use. Regu-
lar reflection and action, as part 
of the continuous improvement 
cycle, will then integrate cap-
tured insight into the manage-
ment actions of governing.  This 
may likely include the creation 
of fairness officers who can 
at as a liaison between public 
oversight and those responsible 
for TRE governance.  Use of a 
process-centered approach has 
already demonstrated improve-
ments in capacity building in the 
UK ONS and Eurostat41, howev-
er these implementations were 
without a focus on fairness as 
described in this paper. 

7. CONCLUSIONS
In this paper, we first argued for the 
inclusion of fairness as a core tenet 
in the management of Trusted Re-
search Environments (TREs), along-
side trust and other foundational 
principles. We then outlined a spe-
cific ethical conception of fairness, 
drawing on recent philosophical re-
search, and adapted this concept 
to the distinctive landscape of data 
management. Building on this foun-
dation, we proposed a process mod-
el supported by empirical examples 
and cases through which fairness 
can be effectively operationalized, 
closely aligning it with the concept 
of ‘governing’ within a Management 
framework. Finally, we distilled our 
findings into four policy and practice 
recommendations aimed at experts 
and researchers working in and with 
TREs.

What this paper has not addressed—
and what constitutes a future objec-
tive of our research—is the integra-
tion of feedback from such experts 
on how the proposed model might 
function in practice. Moreover, as we 
emphasised at the outset, fairness 
represents only one among several 
ethical principles that can support 
more robust data access and gover-
nance practices. Future work will fo-
cus on identifying and discussion ad-
ditional principles, such as solidarity, 
transparency, and reciprocity, with 
the aim of developing a comprehen-
sive ethical toolbox for professionals 
in the field and for training purposes.
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